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This paper is dedicated to M. I. Vishik on the occasion of his 80th birthday.

Abstract. We study the frequency form, popular in physics, of Maxwell equa-
tions for nonlinear spatially inhomogeneous dielectric media. Using wavepack-

ets based on eigenmodes of the underlying linear dielectric medium we develop
a mathematically consistent interpretation of the frequency form of nonlinear

Maxwell operators. In particular, we construct the operator of nonlinear po-
larization based on frequency dependent susceptibilities. To this end we use a

multilinear variant of the spectral decomposition of selfadjoint operators.

Introduction

This work is motivated by the frequency form (popular in physics; see [1], [2],
[3], [7], [8], [10], [11], [12], [22], [23], [26] and references therein) of nonlinear
Maxwell equations, including representation of the nonlinear polarization in terms
of frequency dependent susceptibilities. Another motivation for this study is our
recent work [5] showing the fundamental importance of the spectral theory and
frequency composition of waves in understanding of their nonlinear interactions.

Consider first, as an illustration, the case of a homogeneous dielectric medium.
In this case, the eigenmodes of the underlying linear medium are just plane waves.
The corresponding time harmonic solutions of the linear Maxwell equation are of
the form

E = E (r, t) = ei(r·k−ω(k)t)v,

and a similar expression holds for the magnetic field. Here r and t are the position
vector and the time, respectively, v is a constant 3-component vector amplitude of
the electric field E, k is the wavevector, and ω (k) is the corresponding eigenfre-
quency.
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Nonlinearity comes to the medium through its constitutive relations, particu-
larly through the polarization P induced by the electric field E,

P = ε(1)E+ αPNL (E) ,

where ε(1) is the tensor of dielectric permittivity and E is the electric field. The
linear part ε(1)E of the polarization determines the properties of the underlying
linear medium governed by corresponding linear Maxwell equations, whereas the
nonlinear part αPNL (E) is responsible for nonlinear effects. The parameter α scales
the nonlinear component of the medium to the linear one, and, as in [5], we assume
that α is small, which corresponds to the assumption of smallness of the initial
excitation currents.

In the classical nonlinear optics (see, for example, [10], [11], [12]) the nonlinear
polarization is of the form of convergent power series

PNL (E (·)) =
∞∑
h=2

P(h) (E (·)) ,(0.1)

where P(2) is a bounded quadratic operator, P(3) is cubic, etc. The h-linear opera-
tors P(h) (E) (r, t) are assumed to satisfy the causality requirement. This leads, in
the special case of h = 2, to the integral operators of the form

P(2) (E) (r, t) =
∫ t

−∞

∫ t

−∞
dt1dt2P(2) (t− t1, t− t2) (E (r, t1) ,E (r, t2)) ,

where for every fixed s1, s2 ≥ 0 the term P(2) (s1, s2) is a symmetric bilinear map-
ping from R

3 × R
3 into R

3, i.e.,

P(2) (s1, s2) (E1,E2) = P(2) (s2, s1) (E2,E1) .

For h = 2, 3, . . ., h-linear operators P(h) (·) are defined by similar formulas

P(h) (E1, . . . ,Eh) =
∫ t

−∞
· · ·
∫ t

−∞

h∏
j=1

dtjP(h) (t− t1, . . . , t− th)
h∏
j=1

Ej (r, tj) ,

(0.2)

where P(h) are h-linear functions (tensors) from
(
R

3
)h into R

3. The terms P(h) are
assumed to decay (often exponentially) in t − t1, . . . , t − th, and to be symmetric
with respect to permutations 〈ti,Ei〉 ↔ 〈tj ,Ej〉. We write the vector arguments of
P(h) as

∏h
j=1E (r, tj) to indicate that P(h) is h-linear.

Let us look more closely at the quadratic term with h = 2. In this case
P(2) (E) = P(2) (E,E) is a bilinear operator. Consider two plane waves

Ej (r, tj) = ei(r·k
(j)−ω(k(j))tj)vj , j = 1, 2.

When two plane waves are superposed, that is, E = E1 +E2, where E1,E2 are the
plane waves, we get

P(2) (E1 + E2,E1 + E2) = P(2) (E1,E1) + 2P(2) (E1,E2) + P(2) (E2,E2) .

Here P(2) (E1,E1) describes the result of the interaction of the wave E1 with itself,
P(2) (E1,E2) describes the interaction of E1 and E2, etc.



MULTILINEAR SPECTRAL DECOMPOSITION 3

Let us consider now the interaction of a pair of plane waves in more detail. The
quadratic polarization is given by

P(2) (E1,E2) =
∫ t

−∞

∫ t

−∞
P(2) (t− t1, t− t2)

× ei(r·(k
(1)+k(2)))e−i(ω(k(1))t1+ω(k(2))t2)v1v2dt1dt2.

It can be rewritten in the form

ei(r·(k
(1)+k(2)))e−i(ω(k(1))t+ω(k(2))t)

×
∫ t

−∞

∫ t

−∞
ei(ω(k(1))(t−t1)+ω(k(2))(t−t2))P(2) (t− t1, t− t2)v1v2dt1dt2.

Clearly, the integral in this formula is the Fourier transform of P(2) (s1, s2) extended
by zero to negative s1, s2. Therefore

P(2) (E1,E2)

= e−i(ω(k(1))+ω(k(2)))tei(r·(k
(1)+k(2)))χ(2)

(
ω
(
k(1)

)
, ω
(
k(2)

))
v1v2,

(0.3)

where χ(2) (ω1, ω2) (·) is the Fourier transform of P(2)
0 (t1, t2) (·) ,P(2)

0 (t1, t2) =

P(2) (t1, t2) for t1, t2 ≥ 0, and P(2)
0 (t1, t2) = 0 otherwise:

χ(2) (ω1, ω2) =
∫ ∞

−∞

∫ ∞

−∞
ei(ω1t1+ω2t2)P(2)

0 (t1, t2) dt1dt2.(0.4)

The tensor χ(2)
(
ω
(
k(1)

)
, ω
(
k(2)

))
is called the nonlinear susceptibility. Formula

(0.3) can be given a simple interpretation: the waves with wavevectors k(1), k(2) and
frequencies ω

(
k(1)

)
, ω
(
k(2)

)
induce the medium polarization wave P(2) (E1,E2)

with the wavevector k(3) = k(1)+k(2), the frequency ω = ω
(
k(1)

)
+ω

(
k(2)

)
and the

vector amplitude χ(2) (ω1, ω2)v1v2. Note that (0.3) includes the action of the tensor
χ(2) (ω1, ω2) (·) on constant vector amplitudes v1,v2 of the carrier waves resulting
in a new vector amplitude χ(2) (ω1, ω2)v1v2. It is important that χ(2) (ω1, ω2)
depends on the frequencies ω1, ω2, whereas v1,v2 do not depend on time and on
the frequencies. Therefore the quadratic operator χ(2) (ω1, ω2) : R

3 × R
3 → R

3 is
well defined as acting on the vector amplitudes. This operator is time independent
and depends on frequencies as parameters. These properties of the susceptibility
are used in nonlinear optics to write differential equations for the dynamics of the
vector amplitudes v1,v2 when they are not constant, but slowly varying in time
(the slow-envelope approximation). These equations use χ(2) (ω1, ω2) with fixed ω1,
ω2. Note that in nonlinear optics the notation χ(2) (ω1 + ω2;ω1, ω2) is often used.
The reason for this notation is that χ(2) describes the impact of the waves with the
frequencies ω1, ω2 onto the wave with the frequency ω1 + ω2.

Observe that the above argument gives an interpretation of the nonlinear mech-
anism of the polarization induced by time and space harmonic waves. Mathemat-
ically consistent approach to the same problem requires one to take into account
that real waves propagating in a nonlinear medium, being solutions to the nonlinear
Maxwell equation, are neither time nor space harmonic. This consistent approach
is based on an appropriate asymptotic analysis (see [5], [6]) yielding, in particular,
a satisfactory interpretation of the frequency dependent susceptibilities.
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According to [5], [6], the medium first nonlinear response is given by

U(1) (t) = α

∫ t

−∞
e[−iM(t−t′)]F (h0)

NL

(
U(0)

)
(t′) dt′,(0.5)

where (i) FNL (U) is a nonlinear operator whose construction is based on the nonlin-
ear Maxwell equation. This operator has the form similar to the operator PNL (E)
given by (0.1); (ii)M is the linear Maxwell operator; (iii) the field U(0) (r, t) is the
medium linear response, i.e., the solution to the linear Maxwell equation, when the
excitation current has the form of a wavepacket. We have shown in [5], [6] that
for periodic media the principal term of the asymptotic approximation of U(1) (r, t)
can be expressed in terms of the susceptibilities. The relation (0.5) points again
to the need for a modification of the elementary derivation of (0.3), based on time
and space harmonicity of E1, E2. Namely, in the general inhomogeneous case
U(0) should be used instead of plane waves and U(0) (r,t) is neither time nor space
harmonic.

Formally, one can still determine the susceptibility tensor χ(2) (r;ω1, ω2) by
formula (0.4) in the general case where P(2)

0 (t1, t2) = P(2)
0 (r; t1, t2) depends on

the position vector r, and the Maxwell operator has r-dependent coefficients. We
have to define how the susceptibility χ(2) (ω1, ω2; ·) = χ(2) (r;ω1, ω2; ·) determines
the action of an operator on the vectors of a Hilbert function space H related to
the linear Maxwell operator M.

In other words, we would like to construct an operator χ̂(2) starting from the
“symbol” χ(2) (ω1, ω2). This problem is, in a way, similar to constructing a pseudo-
differential operator from its symbol. As (0.5) suggests, the action of the operator
χ̂(2) must depend not only on the symbol χ(2), but also on the Maxwell operatorM.
Note also that χ(2) (ω1, ω2) must act only on field components at the frequencies
ω1, ω2 of M. As is well known from the spectral theory of selfadjoint operators
for a general selfadjoint operatorM one has to use the so-called resolution of iden-
tity E (dω), which is a projection-valued measure on the frequency axis ω, without
much information on generalized eigenfunctions. An additional problem is that we
would have to control not only eigenfunctions, but also their pointwise products
arising from the nonlinearity. Thus, the main subject of this paper is to develop a
mathematically consistent operator approach to the construction of the (quadratic)
susceptibility operator corresponding to the (quadratic) symbol χ(2) (ω1, ω2), which
from now on will be called the susceptibility symbol.

In the spatially periodic case one can use the Floquet–Bloch spectral theory to
construct the susceptibility operator [5]. To extend the approach of [5] to the case
of a general medium we consider the solutions to the underlying linear problem
generated by the excitation currents of a special structure. Namely, the excitation
currents are assumed to be wavepackets with amplitudes slowly varying in time.
Using that approach we will show how one can construct the nonlinear operator
susceptibilities P(h)

χ in terms of the Fourier transforms χ(h) of the related forms
P(h) and the spectral decomposition of the linear Maxwell operatorM (Theorems
5.2, 5.3 and 5.7).

Let us first consider P(2) and define P(2)
χ (v1,v2) as

P(2)
χ (v1,v2) (t) =

∫ ∞

−∞

∫ ∞

−∞
e−i(ω1+ω2)tχ(2) (ω1, ω2; dE (ω1)v1, dE (ω2)v2) ,(0.6)
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where χ(2) (ω1, ω2; ·) is the Fourier transform of P(2)
0 (t1, t2). This form is a direct

generalization of (0.3); an element of a corresponding integral sum is of the form

e−i(ω1+ω2)tχ(2) (ω1, ω2; [E (ω′
1) − E (ω′′

1 )]v1, [E (ω′
2) − E (ω′′

2 )]v2) ,

with ω1 ∈ [ω′
1, ω

′′
1 ] , ω2 ∈ [ω′

2, ω
′′
2 ] . The bilinear operator χ(2) (ω1, ω2; ·) depends

on the frequencies ω1 and ω2 and acts on the vectors [E (ω′
1) − E (ω′′

1 )]v1 and
[E (ω′

2) − E (ω′′
2 )]v2; the susceptibility operator χ(2) (ω1, ω2; ·) is time independent.

Note that in (0.3) the action of χ(2) on the vector amplitudes v1,v2 of the waves
ignores the r-dependency of the waves, because the r-dependency occurs only in
scalar coefficients of the vectors. In contrast with that, vectors [E (ω′

1) − E (ω′′
1 )]v1

in (0.6) are rather general elements of a Hilbert function space of r-dependent
vector-valued functions, and one cannot separate the spatial structure from the
vector structure of eigenfunctions in general media. Therefore, from now on we will
refer to χ(2) (ω1, ω2; ·) as operator susceptibilities. In the case of a spatially periodic
medium one can separate large-scale spatial dependence using the Floquet–Bloch
theory (for details see [5] and the last section of this article).

For the general case of h > 2 and a selfadjoint M the symbol χ(h)(ω1, . . . , ωh;
v1, . . . ,vh) is a multilinear operator which depends on real parameters ω1, . . . , ωh
(frequencies). In this case we define in a similar fashion in Section 5 the operator
AM,χ based on χ(h) and M.

In summary, one of the main objectives of this paper is to give a precise meaning
to the integrals (0.6) which also can be looked at as multilinear spectral decom-
positions. This is done in Theorem 5.3; Theorem 5.7 describes the relation of
such multilinear spectral decompositions with the response of the media given by
integrals of the form (0.5).

1. Multilinear operators in Sobolev spaces

In this section we consider n-component vector-valued functions (vector fields)
that depend on d spatial variables in the entire R

d. For the classical Maxwell
equations n = 3, d = 1, 2, 3. We focus primarily on the case d = 3.

In our studies we use the following functional spaces:
Ws

2 =Ws
2

(
R
d
)
, s = 1, 2, . . . , is the Sobolev space of vector fields V (r), r ∈ R

d,
with the norm

‖V‖2
Ws

2(Rd) =
∑

0≤l1+···+ld≤s

∫
Rd

∣∣∣∂l11 · · ·∂ldd V (r)
∣∣∣2 dr,

|V| =
(
|V1|2 + · · ·+ |Vn|2

)1/2

.

(1.1)

Cs
(
R
d
)

is the space of s times continuously differentiable and uniformly bounded
vector fields with the norm

‖V‖2
Cs(Rd) = sup

l1+···+ld≤s,r∈Rd

∣∣∣∂l11 · · ·∂ldd V (r)
∣∣∣ , s = 1, 2, . . . .(1.2)

WBs2
(
R
d
)

is the space of functions that locally belong toWs
2

(
R
d
)

and their local
Ws

2-norms are uniformly bounded,

‖V‖2
WBs

2(Rd) = sup
y∈Rd

∑
0≤l1+···+ld≤s

∫
|r|≤1

∣∣∣∂l11 · · ·∂ldd V (r+ y)
∣∣∣2 dr, s = 1, 2, . . . .

(1.3)
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The nonlinear Maxwell equations considered in the next section involve non-
linear operators in the form of a series,

SNL (r, t;D) = S(h0) (r, t;D) + α
∑

h>h0≥2

S(h) (r, t;D) ,(1.4)

convergence of which is discussed below. The term S(h) (r, t;D) in (1.4) is a mul-
tilinear integral operator with the causal time dispersion, namely

S(h) (r, t;D) =
∫ t

−∞
· · ·
∫ t

−∞
S(h) (r; t− t1, . . . , t− th)

h∏
j=1

D (r, tj)
h∏
j=1

dtj.(1.5)

The kernels S(h) (r; t1, . . . , th) are h-linear functions (tensors) from R
nh into R

n

depending on r ∈R
d, t1, . . . , th ≥ 0. We remind that the action v = f (g1, . . . , gh)

of a tensor f on variables g1, . . . , gh ∈ R
n in the standard basis is represented by

the formula

vj =
∑
i1,...,ih

fji1,...,ihg1i1 · · ·ghih ,(1.6)

where fji1,...,ih are the coefficients of f in the standard basis of R
n. Hence, the

corresponding coefficients of the tensor S(h) in (1.5) may depend on r.
We denote by S(h)

0 (r; t1, . . . , th) an extension of S(h) (r; t1, . . . , th) from the set
t1, . . . , th ≥ 0 to the entire R

h by zero outside t1, . . . , th ≥ 0.
We assume that for some s > d/2 there exist positive constants C0S and C1S

such that for all h∫ ∞

0

· · ·
∫ ∞

0

∥∥∥S(h) (r; t1, . . . , th)
∥∥∥
WBs

2(Rd)
dt1 · · ·dth ≤ C0SC

h
1S.(1.7)

In (1.7) the norm
∥∥S(h) (r; t1, . . . , th)

∥∥
WBs

2(Rd)
of an h-linear r-dependent tensor

is given by (1.3) in which |·| is understood as the norm of an h-linear constant
tensor in R

n. Namely, when the action v = f (g1, . . . , gh) of a tensor f on variables
g1, . . . , gh ∈ R

n is given by (1.6), we set

|f | =

 ∑
j,i1,...,ih

∣∣∣fji1,...,ih∣∣∣2
1/2

.(1.8)

Recall now that if B1,B2 are Banach spaces, the operator norm of an h-linear
operator P(h) from Bh1 into B2 is defined by∥∥∥P(h)

∥∥∥
B1,B2

= sup
‖u1‖B1

≤1,...,‖uh‖B1
≤1

∥∥∥P(h) (u1, . . . ,uh)
∥∥∥
B2

.

A multilinear symmetric operator P(h) (u1, . . . ,uh) from Bh1 into B2 generates a
polynomial operator P(h) (u) from B1 into B2, P(h) (u) = P(h) (u, . . . ,u) (see mono-
graph [17], Sections 3.16–3.19 and the entire Chapter XXVI, and the references
therein).

We consider multilinear operators S(h) defined by (1.5) in the space B of
bounded continuous functions of the time variable with values in the Sobolev space
Ws

2

(
R
d
)
,

B = C
(
(−∞, T ] ;Ws

2

(
R
d
))
,



MULTILINEAR SPECTRAL DECOMPOSITION 7

with the norm

‖V‖C((−∞,T ];Ws
2(Rd)) = sup

t≤T
‖V‖Ws

2(Rd) .

We will prove that under condition (1.7) S(h) is a bounded operator in this space
and SNL (r, t;D) is well defined by (1.4) for small D. To do that, we need two
lemmas.

First, we prove a lemma on the pointwise multiplication of scalar functions in
Ws

2

(
R
d
)
.

Lemma 1.1. Let s > d/2, f ∈Ws
2

(
R
d
)
, g ∈WBs2

(
R
d
)
. Then

‖fg‖Ws
2(Rd) ≤ C1 ‖f‖Ws

2(Rd) ‖g‖WBs
2(Rd)(1.9)

where C1 depends only on s and d.

Proof. We use two well-known inequalities:

‖fg‖Ws
2(Rd) ≤ C0 ‖f‖Ws

2(Rd) ‖g‖Ws
2(Rd) ,(1.10)

f ∈Ws
2

(
R
d
)
, g ∈Ws

2

(
R
d
)
,

‖fg‖Ws
2(Rd) ≤ C0 ‖f‖Ws

2(Rd) ‖g‖Cs(Rd) ,(1.11)

f ∈Ws
2

(
R
d
)
, g ∈ Cs

(
R
d
)
.

If g ∈WBs2
(
R
d
)

and φ is an infinitely differentiable function with compact support,
then φg ∈Ws

2

(
R
d
)
. Let φ0 (r) be an infinitely smooth nonnegative function such

that

φ0 (r) ≥ 0, φ0 (r) = 1 for |r| ≤ d, φ (r) = 0 for |r| ≥ 2d.

We note that the supports of all functions φ0 (r− l), as l runs over the set Z
d of

d-dimensonal integer-valued vectors Z
d, cover the entire R

d. In addition,

Φ (r) =
∑
l∈Zd

φ0 (r− l)

is an infinitely smooth periodic function and

1 ≤ Φ (r) ≤ (4d− 1)d , (4d− 1)−d ≤ 1/Φ (r) ≤ 1.

We also use the function

φ0l (r) = φ0 ((r− l) / (2d)) .

Clearly φ0 ((r− l) / (2d))φ0 (r− l) = φ0 (r− l) for every r and l. From (1.11) we
get

‖fg‖Ws
2(Rd) = ‖fgΦ/Φ‖Ws

2(Rd) ≤ C0 ‖fgΦ‖Ws
2(Rd) ‖1/Φ‖Cs(Rd)

≤ ‖1/Φ‖Cs(Rd) C0

∑
l∈Zd

‖fgφ0 (· − l)‖Ws
2(Rd)

= ‖1/Φ‖Cs(Rd) C0

∑
l∈Zd

‖fφ0lgφ0 (· − l)‖Ws
2(Rd)

≤ ‖1/Φ‖Cs(Rd) C
2
0

∑
l∈Zd

‖fφ0l‖Ws
2(Rd) ‖gφ0 (· − l) Φ‖Ws

2(Rd) .

(1.12)

From definitions (1.3) and (1.1) we get

‖gφ0 (· − l) Φ‖Ws
2(Rd) ≤ C ‖g‖WBs

2(Rd)
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and ∑
l∈Zd

‖fφ0l‖Ws
2(Rd) ≤ C ‖f‖Ws

2(Rd) .

Therefore (1.12) implies (1.9).

Lemma 1.2. Let f be an h-linear tensor in R
n with coefficients that depend on

the variable r ∈R
d. Assume that the coefficients belong toWBs2

(
R
d
)
with s > d/2.

Then for g ∈
(
Ws

2

(
R
d
))h

‖f (g1, . . . , gh)‖Ws
2(Rd) ≤ C2C

h−1
3 ‖f‖WBs

2(Rd) ‖g1‖Ws
2(Rd) · · · ‖gh‖Ws

2(Rd) ,(1.13)

where C2, C3 depend only on s, n and d.

Proof. Applying (1.9) and (1.10) to (1.6) we get∥∥vj∥∥
Ws

2(Rd)
≤

∑
i1,...,ih

C1

∥∥∥fji1,...,ih∥∥∥Ws
2(Rd)

‖g1i1 · · ·ghih‖Ws
2(Rd)

≤ C1C
h−1
0

∑
i1,...,ih

∥∥∥fji1,...,ih∥∥∥Ws
2(Rd)

‖g1i1‖Ws
2(Rd) · · · ‖ghih‖Ws

2(Rd) .

Therefore,∑
j

∥∥vj∥∥2

Ws
2(Rd)

≤
(
C1C

h−1
0

)2 ∑
j,i1,...,ih

∥∥∥fji1,...,ih∥∥∥2

Ws
2(Rd)

∑
i1

‖g1i1‖
2
Ws

2(Rd) · · ·
∑
ih

‖ghih‖
2
Ws

2(Rd) .

This implies (1.13).

Recall that an operator S in a Banach space B is analytic (at zero) if it can be
represented by a convergent series,

S (u) =
∞∑
h=h0

S(h) (u) , h0 ≥ 1,(1.14) ∥∥∥S(h)
∥∥∥
B,B

≤ c0c
h
1 ,(1.15)

where every S(h)(u) = S(h)(u, . . . ,u) is an h-linear operator, i.e., S(h)(u1, . . . ,uh)
is a linear operator with respect to every ui, i = 1, . . . , h.

Theorem 1.3. Let (1.7) hold with s > d/2. Then S(h) defined by (1.5) is
a bounded h-linear operator in B = C

(
(−∞, T ] ;Ws

2

(
R
d
))
, and the norm of the

operator S(h) in this space is bounded,∥∥∥S(h)
∥∥∥
B,B

≤ C ′
2C

h
3

∫ ∞

0

· · ·
∫ ∞

0

∥∥∥S(h) (r; t1, . . . , th)
∥∥∥
WBs

2(Rd)
dt1 · · ·dth,(1.16)

where C ′
2, C3 do not depend on T . The series (1.4) determines an analytic operator

SNL in the neighborhood of zero in the space C
(
(−∞, T ] ;Ws

2

(
R
d
))
, and the radius

of convergence of this operator does not depend on T .
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Proof. We consider a multilinear operator that corresponds to (1.5):

S(h) (t;D1, . . . ,Dh) =
∫ t

−∞
· · ·
∫ t

−∞
S(h) (t− t1, . . . , t− th)

h∏
j=1

Dj (tj)
h∏
j=1

dtj.

We have∥∥∥S(h) (t;D1, . . . ,D1)
∥∥∥
Ws

2(Rd)

≤
∫ t

−∞
· · ·
∫ t

−∞

∥∥∥∥∥∥S(h) (t− t1, . . . , t− th)
h∏
j=1

Dj (tj)

∥∥∥∥∥∥
Ws

2(Rd)

h∏
j=1

dtj.

By (1.13)∥∥∥∥∥∥S(h) (t− t1, . . . , t− th)
h∏
j=1

Dj (tj)

∥∥∥∥∥∥
Ws

2(Rd)

≤ C2C
h−1
3

∥∥∥S(h) (t− t1, . . . , t− th)
∥∥∥
WBs

2(Rd)

h∏
j=1

‖Dj (tj)‖Ws
2(Rd) .

Therefore, when t ≤ T ,∥∥∥S(h) (t;D1, . . . ,D1)
∥∥∥
Ws

2(Rd)

≤ C2C
h−1
3

∫ t

−∞
· · ·
∫ t

−∞

∥∥∥S(h) (t− t1, . . . , t− th)
∥∥∥
WBs

2(Rd)

h∏
j=1

dtj

×
h∏
j=1

sup
tj≤T

‖Dj (tj)‖Ws
2(Rd) .

This implies (1.16). From (1.7) and (1.16) it follows that the series (1.4) converges.

2. Motivation of the problem

In this section we discuss some results of [5] and [6] to motivate our choices of
operators and problems. The statements of this section are not used in the proofs
of the following sections.

Following [5], we write the linear Maxwell equations in the operator form

∂tU = −iMU− J,(2.1)

where

U =
[
D
B

]
, MU = i

[
∇×B

−∇ ×
(
η(1) (r)D

) ] , J = 4π
[
JE
JM

]
.(2.2)

Here η(1) (r) is the impermeability tensor, and the spatial variable is r ∈ R
d, where

we consider d = 1, 2, 3. The matrix η(1) is a positive definite symmetric 3×3 matrix
with real entries. We assume that it satisfies the following condition:

C−1 ≤ η(1) (r) ≤ C+1, where 0 < C− ≤ C+.(2.3)
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Everywhere in this section we assume that the elements of the matrix η(1) (r) are
bounded inWBs2

(
R
d
)
, s > d/2. The equations (2.1) are assumed to be written in

a dimensionless form. In particular, the light speed is equal to one. We use electric
and magnetic inductances D and B as basic field variables rather than the electric
and magnetic fields E and H. We assume that all the 3-component vector fields
D, B, JE and JM are divergence free,

∇ ·D = ∇ ·B = ∇ · JE = ∇ · JM = 0.(2.4)

Let us consider now some important properties of the linear Maxwell equations
(2.1). The linear operator M defined by (2.2) is selfadjoint in the Hilbert space H
consisting of 6-component vector fields with the scalar product

(u,v)H =
∫

Rd

(u(r),v (r))σ dr,(2.5)

where

(u(r),v (r))σ = u∗(r) · σ (r)v(r), σ (r) =
[
η(1) (r) 0
0 I

]
(2.6)

(see [9], [15] for details). In view of the condition (2.3), the norm ‖·‖H is equivalent
to the standard Lebesgue L2-norm.

Let us also introduce a sequence of Hilbert spaces Hs, s = 0, 1, . . . , consisting of

6-component vector fields V(r) =
[
D (r)
B (r)

]
satisfying (2.4) with the norm defined

by

‖V‖Hs =
(∫

Rd

|MsV(r)|2σ dr+
∫

Rd

|V(r)|2σ dr
)1/2

, s = 0, 1, . . . .(2.7)

Lemma 2.1. If (2.3) holds and all elements of the matrix η(1) (r) are bounded
inWBs2

(
R
d
)
, s > d/2, then the Maxwell norm ‖V‖Hs and Sobolev norm ‖V‖Ws

2

are equivalent on the space Hs consisting of 6-component vector fields V(r) that
satisfy (2.4):

c ‖V‖Ws
2
≤ ‖V‖Hs ≤ C ‖V‖Ws

2
.

The proof of this lemma uses the ellipticity ofM on divergence-free fields, and
is to appear in [6].

From Lemma 2.1 and Theorem 1.3 we obtain the following theorem.

Theorem 2.2. Let (1.7) hold with s > d/2. Then S(h) is a bounded h-linear
operator in Bs = C ((−∞, T ] ;Hs) ; the norm of the operator S(h) in this space is

bounded,∥∥∥S(h)
∥∥∥
Bs,Bs

≤ C4C
h
5

∫ 0

−∞
· · ·
∫ 0

−∞

∥∥∥S(h) (r; t1, . . . , th)
∥∥∥
WBs

2(Rd)
dt1 · · ·dth,(2.8)

where C4, C5 do not depend on T. The series (1.4) determines an analytic operator
SNL in the neighborhood of zero in the space C ((−∞, T ] ;Hs) , and the radius of
convergence of this operator does not depend on T .

Since the operator M is selfadjoint in Hs for every s, the operators e[−iMt],
t ∈ R, form a one-parameter group of unitary operators in Hs. The exponent can
be written explicitly in terms of the spectral projections.
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Following [5], we recast the nonlinear Maxwell equations in the following concise
form:

∂tU = −iMU+αFNL (U) − J; U (t) = 0 for t ≤ 0,(2.9)

where

FNL (U) =
[

0
∇× SNL (r, t;D)

]
,U =

[
D
B

]
,(2.10)

where SNL (r, t;D (r, t)) is defined by (1.4).
We assume that the medium is at rest for all negative times by requiring the

impressed currents J to vanish for all negative times, i.e.,

J (t) = 0 for t ≤ 0.(2.11)

Observe that (2.9) shows that the parameter α determines the relative magnitude
of the nonlinearity, and, in particular, if α = 0, the equation becomes linear.

It is convenient to rewrite (2.9) in the integral form

U (t) = α

∫ t

−∞
exp [−iM (t − t′)]FNL (U) (t′) dt′ +U(0) (t) ,(2.12)

where

U(0) (t) = −
∫ t

−∞
e−iM(t−t′)J (t′) dt′.(2.13)

An advantage of the integral form (2.12) is that it does not require the differentia-
bility of U (t) with respect to time, allowing us to work in the space of continuous
functions C ((−∞, T ] ;Hs) introduced above. Theorem 2.2 shows that the right-
hand side of (2.12) is well defined for small U ∈ C ((−∞, T ] ;Hs) (it belongs to
C
(
(−∞, T ] ;Hs−1

)
since FNL (U) acts from Hs to Hs−1).

We would like to quote here a result from [6] (it will not be used in this paper
and is presented to clarify the relations between different operators of interest).

Theorem 2.3. Let α ≤ α0, an integer s > d/2, let (1.7) hold, and for all
h, j = 1, . . . , h,

∫ ∞

0

· · ·
∫ ∞

0

∥∥∥S(h) (r; t1, tj−1, 0, tj+1 . . . , th)
∥∥∥
WBs

2(Rd)
dt1 · · ·dtj−1dtj+1 · · ·dth

≤ C0PC
h
1P ,

(2.14)

and ∫ ∞

0

· · ·
∫ ∞

0

∥∥∥∥ ∂

∂tj
S(h) (r; t1, . . . , th)

∥∥∥∥
WBs

2(Rd)

dt1 · · ·dth ≤ C0PC
h
1P .(2.15)

There exist constants CU , c0 > 0 such that the following statements hold. If T ≤
c0/α and the excitation J is such that the function U0 defined by (2.13) satisfies
the inequality ∥∥U0

∥∥
C((−∞,T ];Hs)

≤ CU ,(2.16)

then equation (2.12) has a unique solution U in C ((−∞, T ] ;Hs). Moreover, for
T ≤ c0/α, ∥∥∥U−U0 − αU(1) (t)

∥∥∥
C((−∞,T ];Hs)

≤ α2TCU2.
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Here U0 (t) is given by (2.13) and the first nonlinear response U(1) (t) is given by

U(1) (t) =
∫ t

−∞
exp [−iM (t− t′)]F (h0)

NL

(
U(0)

)
(t′) dt′,(2.17)

where

F (h0)
NL (U) =

[
0

∇× S(h0) (r, t;D)

]
,U =

[
D
B

]
.(2.18)

Everywhere we assume that h0 ≥ 2. According to Theorem 2.3,

U (t) = U0 (t) + αU(1) (t) + O
(
α2
)

(2.19)

for 0 ≤ t ≤ c0/α, where U0 (r, t) is given by (2.13) and the first nonlinear response
is given by (2.17).

An alternative to description (1.5) of the polarization, which is used more often
in physical literature, is provided by the frequency response tensor χ(h), known as
the nonlinear susceptibility; see, for example, [11], [12]:

χ
(h)
S

(
r;−→ω ;−→D (r)

)
=
∫ ∞

−∞
· · ·
∫ ∞

−∞
e(i

∑h
j=1 ωj tj)S(h)

0 (r, t1, . . . , th)
h∏
j=1

Dj (r)
h∏
j=1

dtj.
(2.20)

We call this tensor the susceptibility symbol. It is just the Fourier transform of the
kernel S(h)

0 . Similarly, the susceptibility symbol χ(h)
F corresponding to F (h0)

NL (U) in
(2.18) is defined by

χ
(h)
F

(
r;−→ω ;−→U (r)

)
=

[
0

∇× χ
(h)
S

(
r;−→ω ;−→D (r)

) ]
,U =

[
D
B

]
.(2.21)

Both χ(h)
S (r;−→ω ; ·) and χ(h)

F (r;−→ω ; ·) are multilinear operators that depend on −→ω as
a parameter. The operator F (h0)

NL (U) acts from the space Hs into Hs−1 for every
−→ω . One of the goals of this paper is to show that the susceptibility χ(h)

S can be used
to define an operator K

χ
(h)
S

and to show that this operator is a good approximation

to the operator S(h0)
(
U(0)

)
in (2.17), (2.18). Or, equivalently, χ(h)

F (r;−→ω ; ·) can
be used to define an operator K

χ
(h)
F

and to show that this operator is a good

approximation to the operator F (h0)
NL

(
U0
)

in (2.17), (2.18). The above relations can
be used to approximate integrals of the form (2.17), (2.13) by integrals involving
the susceptibilities. The important special case of periodic structures where the
spectral representation is more explicit, is briefly discussed in the last section (see
[5] for a detailed discussion).

3. Abstract wavepackets

Let H be a Hilbert space H, andM a selfadjoint (unbounded) operator in it. In
this sectionM is a general selfadjoint operator in a Hilbert space H rather than the
Maxwell operator considered in the previous section. Let us consider also equation
(2.1) with its formal solution given by (2.13).
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We denote by E (ω) the spectral resolution of identity associated with the self-
adjoint operator M which is a family of orthogonal projections in H, [24]. In
particular,

E (ω)u =
∫ ω

−∞
dE (ω′)u,(3.1)

lim
ω→−∞

E (ω) u = 0, lim
ω→+∞

E (ω) u = u, u ∈ H.(3.2)

In addition,

u =
∫ ∞

−∞
dE (ω)u, Mu =

∫ ∞

−∞
ωdE (ω)u(3.3)

and for a function f (M) of the operator M,

f (M)u =
∫ ∞

−∞
f (ω) dE (ω)u.(3.4)

In particular,

exp [−iMt] u =
∫ ∞

−∞
exp [−iωt] dE (ω)u.(3.5)

We introduce the Hilbert space Hs with the following finite norm:

‖u‖2
Hs =

∫ ∞

−∞

(
1 + |ω|2

)s
d (E (ω) u, u)H .(3.6)

Then we have

‖f (M)u‖2
Hs =

∫ ∞

−∞
|f (ω)|2

(
1 + |ω|2

)s
d (E (ω) u, u)H .(3.7)

Let {ωi}∞1 be a monotone sequence,

ω1 < · · · < ωi < ωi+1 < · · · .(3.8)

Note that (E (ωi) − E (ωi−1))u are orthogonal to (E (ωj) − E (ωj−1))u in Hs when
i �= j. Hence, for any bounded sequence of numbers ai and {ωi}∞1 we have

∞∑
i=1

‖ai (E (ωi) − E (ωi−1))u‖2
Hs

=
∞∑
i=1

|ai|2 ‖(E (ωi) − E (ωi−1))u‖2
Hs ≤ ‖u‖2

Hs sup
i

|ai|2 ,
(3.9)

∥∥∥∥∥
∞∑
i=1

ai (E (ωi) − E (ωi−1))u

∥∥∥∥∥
Hs

≤ ‖u‖Hs sup
i

|ai| .(3.10)

To define a wavepacket excitation, we take an integrable Hs-valued function j0 (τ )
of a real variable τ such that

j0 (τ ) = 0 for τ ≤ 0,(3.11) ∥∥j0 (τ )
∥∥
Hs ≤ %Cj for all τ.(3.12)

We set τ = %t, where % is a small parameter, and define the wavepacket excitations
J in the form

J (t, τ ) =
∫ ∞

−∞
exp [−iωt] dE (ω) j0 (τ ) .(3.13)
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Using (3.4), we get

J (t, τ ) = exp [−iMt] j0 (τ ) .(3.14)

By (3.6), and since exp [−iMt] is a unitary operator, J (t, τ ) is bounded,

‖J (t, τ )‖Hs ≤ %Cj.(3.15)

Having in mind (2.13), we define U0 by

U0 (t) = −
∫ t

−∞
exp [−iM (t − t′)]J (t′, %t′) dt′

= −
∫ t

−∞

∫ ∞

−∞
exp [−iω (t− t′)] exp [−iωt′]dE (ω) j0 (%t′) dt′

= −
∫ ∞

−∞
exp [−iωt] dE (ω)

∫ t

−∞
j0 (%t′) dt′.

(3.16)

Obviously, U0 (t) is a solution of (2.1 ) with J = J (t, τ ). Then we introduce

v (τ ) = −%−1

∫ τ

−∞
j0 (τ ′) dτ ′(3.17)

and obtain

U0 (t, τ ) =
∫ ∞

−∞
exp [−iωt] dE (ω) v (τ ) , τ = %t,(3.18)

or, in the operator form,

U0 (t, τ ) = exp [−iMt] v (τ ) .(3.19)

Here v (τ ) can be viewed as a slow amplitude of the wavepacket U0 (t, τ ). By (3.15)∥∥U0 (t, τ )
∥∥
Hs ≤ TCj, −∞ < τ ≤ T.(3.20)

4. The action of multilinear operators with time dispersion
on wavepackets

In this section we consider h-tuples −→u = (u1, . . . ,uh) of vector-valued functions
u ∈ Hs that have the form of wavepackets (3.18):

ul (t, τ ) =
∫ ∞

−∞
exp [−iωt] dE (ω) vl (τ ) , τ = %t, l = 1, . . . , h.(4.1)

We consider integral operators with time dispersion that act on −→u (t, %t) and are
similar to (1.5):

K (−→u ; t)(4.2)

=
∫ t

−∞
· · ·
∫ t

−∞
K(h) (t− t1, . . . , t− th;u1 (t1, %t1) , . . . ,uh (th, %th)) dt1 · · ·dth,

where K(h) (t1, . . . , th) is a bounded h-linear operator from Hs to Hs−q for every
t1, . . . , th ≥ 0. We assume that the following condition holds:∫ ∞

0

· · ·
∫ ∞

0

∑
l

∥∥∥K(h) (t1, . . . , th)
∥∥∥
Hs ,Hs−q

dt1 · · ·dth ≤ Cs0K.(4.3)
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We introduce then an operator K,

K (−→u , t)(4.4)

=
∫ t

−∞
· · ·
∫ t

−∞
K(h) (t− t1, . . . , t− th;u1 (t1, %t) , . . . ,uh (th, %t)) dt1 · · ·dth,

where ul (t, τ ) are given in (4.1). This operator will be used later to define the
susceptibilities.

The next lemma shows that K (−→u , t) and K (−→u , t) are close for small %.

Lemma 4.1. Let −∞ < t ≤ T/%, −∞ < τ ≤ T . Let u1 (t1, τ ) , . . . ,uh (th, τ )
be bounded,

h∑
l=1

sup
t≤T

‖ul (t, τ )‖Hs ≤ Cu,(4.5)

and satisfy the Lipschitz condition∑
l

‖ul (tl, τ ) − ul (tl, τ ′)‖Hs ≤ Lu |τ − τ ′| .(4.6)

Assume also that∫ ∞

0

· · ·
∫ ∞

0

∑
l

|tl|
∥∥∥K(h) (t1, . . . , th)

∥∥∥
Hs ,Hs−q

dt1 · · ·dth ≤ Cs1K.(4.7)

Then

sup
t≤T

∥∥K (−→u , t)− K (−→u , t)
∥∥
Hs ≤ %hCh−1

u LuCs1K.(4.8)

Proof. If A is an h-linear operator, then

A (v1, . . . ,vh) −A (v′1, . . . ,v
′
h)

= A (v1 − v′1,v2, . . . ,vh) + · · · + A
(
v′1, . . . ,v

′
l−1,vl − v′l,vl+1 . . . ,vh

)
+ · · · + A

(
v′1, . . . ,v

′
h−1,vh − v′h

)
.

(4.9)

Using this identity with A = K(h) (t− t1, . . . , t− th) we get∥∥K (−→u , t) −K (−→u , t)
∥∥
Hs

≤
∫ t

−∞
· · ·
∫ t

−∞

∥∥∥K(h) (t− t1, . . . , t− th)
∥∥∥
Hs,Hs−q∑

l

‖ul (tl, τ ) − ul (tl, τ ′)‖Hs

∏
j<l

‖uj (tj , τ )‖
∏
j>l

‖uj (tj, τ ′)‖ dt1 · · ·dth

≤ %Ch−1
u Lu

∫ t

−∞
· · ·
∫ t

−∞

∥∥∥K(h) (t− t1, . . . , t− th)
∥∥∥
Hs ,Hs−q

∑
l

|t− tl| dt1 · · ·dth

≤ %Ch−1
u LuCs1K.
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Remark 4.2. One can similarly get an approximation of a higher order in %.
By Taylor’s formula

ul (tl, %tl) = ul (tl, %t+ % ((tl − t)))

= ul (tl, %t)

+
N−1∑
j=0

1
j!
%j (tl − t)j

∂j

∂τ j
u (tl, %t) + O

(
% |t− tl|N

∥∥∂Nτ u∥∥) .(4.10)

Plugging in the Taylor polynomials from (4.10) into (4.2), we collect terms with
equal powers of

∏
l (tl − t)jl . One obtains a sum of expressions of the form

Kp (−→u , t)

= %p
∑

l1+···+lh=p

∫
· · ·
∫
K(h)

(
t − t1, . . . , t− th;

∂l1

∂τ l1
u (t1, %t) , . . . ,

∂lh

∂τ lh
u (th, %t)

)

×
h∏
j=1

(tl − t)lj

lj !
dt1 · · ·dth.

If for some N ≥ 1∫ ∣∣∣K(h) (r; t− t1, . . . , t− th)
∣∣∣∑ |t− tl|N dt ≤ C(4.11)

and ∥∥∥∥ ∂n∂τnu (tl, τ )
∥∥∥∥ Hs ≤ CN (u) for all τ ≤ T, n ≤ N,(4.12)

then, similarly to Lemma 4.1, we obtain that

sup
t≤T

∥∥∥∥∥K (−→u , t) −
N−1∑
p=0

Kp,χ (−→u , t)
∥∥∥∥∥
Hs

≤ C ′
N%

N .(4.13)

Now we consider the action of the operator K on wavepackets −→u (t, τ ). The
operator K (−→u , t) can be expressed in terms of the slow amplitudes −→v using (4.1)
in the operator form (3.19),

K (−→u , t) =
∫ t

−∞
· · ·
∫ t

−∞
dt1 · · ·dth

×K(h)
(
t− t1, . . . , t− th; e[−iMt1]v1(%t), . . . , e[−iMth]vh(%t)

)
.

(4.14)

According to (4.1),

e[−iMt]vl (τ ) = ul (t, τ ) .(4.15)

Using the notation t− tl = zl we obtain

e[−iMtl]vl (τ ) = e[iMzl]ul (t, τ ) .

Then we rewrite (4.14):

K (−→u , t) =
∫ ∞

0

· · ·
∫ ∞

0

dz1 · · ·dzh

×K(h)
(
z1, . . . , zh; e[iMz1]u1 (τ ) , . . . , e[iMzh]uh (τ )

)
,

(4.16)
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where ul = ul (t, τ ) do not depend on zl. To write this expression in terms of
spectral projections we need to develop appropriate notation, which is done in the
following section.

5. Multilinear operators and spectral decomposition

In this section we define integrals of the form (0.6) for sufficiently general classes
of frequency dependent multilinear operators χ(h) (ω) . We consider two cases of ω-
dependence. In the first case χ(h) has coefficients depending on the product of
functions f (ωl) of one variable, or on a sum of such products. In the second case
χ(h) (ω) is defined in terms of the Fourier transform.

Let E (ω) be the spectral family of projections corresponding to a selfadjoint
operator M, and let Hs be the domain of Ms. Let χ (ω1, . . . , ωh;u1, . . . , uh)
be a continuous h-linear operator from (Hs)h into Hs−q which continuously de-
pends on the parameters ω1, . . . , ωh and u1, . . . , uh ∈ Hs. We first pick two finite
numbers −ω−

l < ω+
l and then subdivide the interval

[
−ω−

l , ω
+
l

]
into subintervals

[ωl,il−1, ωl,il ] for every l = 1, . . . , h, introducing

d = sup
l,il

|ωl,il − ωl,il−1| .

It is assumed that ωl,i are monotonically increasing in i. Let us consider Riemann–
Stijelties integral sums∑

i1,...,ih

χ
(
ω′

1,i1
, . . . , ω′

h,ih
; ∆i1E (ω)u1, . . . ,∆ihE (ω)uh

)
,(5.1)

where

∆ilE (ω)ul = [E (ω1,il) − E (ω1,il−1)]ul, l = 1, . . . , h,(5.2)

and ω′
1,il

∈ [ωl,il−1, ωl,il]. We now define the integral∫ ω+
1

−ω−
1

· · ·
∫ ω+

h

−ω−
h

χ (ω′
1, . . . , ω

′
h; dE (ω)u1, . . . , dE (ω)uh)(5.3)

as a limit of the Riemann–Stijelties sums (5.1) as d→ 0. After that we let −ω−
l →

−∞, ω+
l → ∞, l = 1, . . . , h. Having that done we continue on with the following

definition.

Definition 5.1. Let M be a selfadjoint operator in H, and let χ(ω1, . . . , ωh;
u1, . . . , uh) be a bounded h-linear operator from (Hs)h into Hs−q that acts on
u1, . . . , uh ∈ Hs and is continuous in the parameters ω1, . . . , ωh. Assume that the
following limit exists in Hs−q for any u1, . . . ,uh ∈ Hs:

AM,χ (u1, . . . ,uh)

= lim
ω−

l →∞,ω+
l →∞

l=1,...,h

lim
d→0

∑
i1,...,ih

χ
(
ω′

1,i1, . . . , ω
′
h,ih; ∆i1E (ω)u1, . . . ,∆ihE (ω)uh

)
.

(5.4)

Then we set

AM,χ (u1, . . . ,uh) =
∫ ∞

−∞
· · ·
∫ ∞

−∞
χ (ω1, . . . , ωh; dE (ω1)u1, . . . , dE (ωh)uh) .(5.5)
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Clearly, if AM,χ (u1, . . . ,uh) exists, it is an h-linear operator with respect to
u1, . . . ,uh.

The following statement gives a simple sufficient condition for the existence of
an integral of the form (5.5) in the case of

χ (ω1, . . . , ωh;u1, . . . ,uh) = f1 (ω1) · · · fh (ωh)A0 (u1, . . . ,uh) .(5.6)

Theorem 5.2. Let A0 be a continuous h-linear operator from (Hs)h into
Hs−q, and let fi (ω), i = 1, . . . , h, be bounded complex-valued continuous functions
of a real variable ω. Then for any u1, . . . ,uh ∈ Hs,∫ ∞

−∞
· · ·
∫ ∞

−∞
f1 (ω1) · · ·fh (ωh)A0 (dE (ω1)u1, . . . , dE (ωh)uh)

= A0 (f1 (M)u1, . . . , fh (M)uh) .
(5.7)

Proof. We pick ‖u1‖Hs ≤ 1, . . . , ‖uh‖Hs ≤ 1. Then the vector

g = A0 (f1 (M)u1, . . . , fh (M)uh) ∈ Hs(5.8)

is well defined and depends continuously on u1, . . . ,uh since the linear operators
fi (M) are bounded in Hs. In addition, we have fl (M)ul =

∫
fl (ωl) dE (ωl)ul.

Let us pick any 0 < ε0 ≤ 1. By (3.2) we can always take ω−
l and ω+

l large
enough that∫ −ω−

l

−∞
d (E (ωl)ul,ul)Hs ≤ ε20,

∫ ∞

ω+
l

d (E (ωl)ul,ul)Hs ≤ ε20

for every l = 1, . . . , h. Now if

wl =
[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul,

then obviously

‖wl − ul‖2
Hs ≤ 2ε20.(5.9)

Since fl (ω) are bounded, |fl (ω)| ≤ f , we get

‖fl (M)wl − fl (M)ul‖2
Hs ≤ 2ε20f

2
.

Let us take |ωl,il − ωl,il−1| ≤ δ, where δ is small enough that the variation of the
function fl (ωl) on every interval a ≤ ωl ≤ a + δ is less than a given ε for every
l = 1, . . . , h when −ω−

l ≤ a ≤ ω+
l . We then subdivide

[
ω−
l , ω

+
l

]
into intervals of

length at most δ, take ω′
l,il

in every interval, and introduce

u′l =
∑
il

fl
(
ω′
l,il

)
∆ilE (ω)ul,(5.10)

where ∆ilE (ω) is defined in (5.2), ω′
l,il

∈ [ωl,il−1, ωl,il ]. By (3.10) and (3.7)

‖fl (M)wl − u′l‖
2
Hs

≤
∑
il

∫ ωl,il

ωl,il−1

∣∣fl (ωl) − fl
(
ω′
l,il

)∣∣2 d (E (ωl)ul,ul)Hs ≤ ε2 ‖ul‖2
Hs .

(5.11)

From (3.10) we deduce that for
∣∣∣ωl − ω′

l,il

∣∣∣ ≤ δ we get∥∥∥∥∥∑
il

(
fl (ωl) − fl

(
ω′
l,il

))
∆ilE (ω)ul

∥∥∥∥∥
Hs

≤ ε ‖ul‖Hs .
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Consequently,

‖fl (M)wl − u′l‖Hs ≤ ε ‖ul‖Hs .(5.12)

Let us consider

g′ =
∑
i1,...,ih

f1

(
ω′

1,i1

)
· · ·fh

(
ω′
h,ih

)
A0 (∆i1E (ω)u1, . . . ,∆ihE (ω)uh) ,(5.13)

which is an integral sum of (5.3). Clearly, g′ = A0 (u′1, . . . ,u
′
h). By (5.12) and

(4.9), since |fl (ω)| ≤ f ,

‖A0 (f1 (M)w1 , . . . , fh (M)wh) −A0 (u′1, . . . ,u
′
h)‖Hs−q

≤ εf
h−1

h ‖A0‖Hs,Hs−q

h∏
l=1

‖ul‖Hs .
(5.14)

Since ε > 0 can be taken arbitrarily small, and A0 (u′1, . . . ,u
′
h), given by (5.13),

coincides with the sum in (5.1), we obtain that the limit in (5.4) as d → 0 exists.
Since also fl (M)wl → fl (M)ul as ω−

l , ω
+
l → ∞, and A0 is continuous, we obtain

(5.7).

In what follows, we give another sufficient condition for the existence of
AM,χ (u1, . . . ,uh). Denote

−→z = (z1, . . . , zh) , dz1 · · ·dzh = dh−→z , −→ω = (ω1, . . . , ωh) .(5.15)

Let K (z1, . . . , zh) = K (−→z ) be a Bochner-integrable function on R
h with values in

the Banach space of bounded h-linear operators from (Hs)h into Hs−q with operator
norm ‖·‖Hs,Hs−q . Recall that a function X (−→z )with values in a Banach space
B is Bochner integrable if there exists a sequence of countably-valued functions
{Xn (−→z )} converging almost everywhere to X (−→z ) and satisfying∫

Rh

‖Xn (−→z ) −X (−→z )‖B dh−→z → 0

(see, for example, [17] for properties of the Bochner integral). Assume that∫
Rh

‖K (z1, . . . , zh)‖Hs ,Hs−q dz1 · · ·dzh ≤ C0sK.(5.16)

Now let the h-linear operator χK (ω1, . . . , ωh, u1, . . . , uh) be the Fourier transform
of K (−→z ;−→u ):

χK (−→ω ,−→u ) =
∫

Rh

e(i
∑h

l=1 ωlzl)K (−→z ;−→u ) dh−→z .(5.17)

where the integral is understood in the Bochner sense.

Theorem 5.3. Let K (−→z ) be Bochner integrable and let (5.16) hold. Then
χK (−→ω ,−→u ) defined by (5.17) is a continuous function of −→ω with values in the
space of multilinear operators from Hs to Hs−q. In addition to that, the limit (5.4),
where χ = χK is defined by (5.17), exists in the norm of Hs−q and it determines
a bounded h-linear operator AM,χK given by (5.5) with χ = χK. This operator can
be written in the form

AM,χK (u1, . . . ,uh) =
∫

Rh

K
(−→z ; eiz1Mu1, . . . , e

izhMuh
)
dh−→z(5.18)



20 A. BABIN AND A. FIGOTIN

for every u1, . . . ,uh ∈ Hs. The right-hand side of (5.18) is defined as a Bochner
integral of the Hs−q-valued function of −→z .

Proof. Let us fix u1, . . . ,uh ∈ Hs with ‖ul‖2
Hs ≤ 1, l = 1, . . . , h. The con-

tinuity of χK (−→ω ,−→u ) with respect to −→ω can be proven exactly as the continuity
of the Fourier transform of scalar-valued functions from L1

(
R
h
)
. Now we would

like to check that the right-hand side of (5.18) is well defined. First, we consider
|−→z l| ≤ Z̄, that is, |zl | ≤ Z̄ , l = 1, . . . , h. Note that the integral∫

|zl|≤Z̄
K
(
−→z ; eiz1Mu1, . . . , e

(izhM)uh
)
dh−→z(5.19)

is well defined in Bochner sense. Indeed, eizlM is a unitary operator; therefore∫
|−→z |≤Z̄

∥∥K (−→z ; eiz1Mu1, . . . , e
izhMuh

)∥∥
Hs−q d

h−→z

≤
∫
|−→z |≤Z̄

‖K (−→z ; ·)‖Hs,Hs−q d
h−→z .

To check Bochner integrability we have only to show (see [17]) that

K
(−→z ; eiz1Mu1, . . . , e

izhMuh
)

(5.20)

can be L1-approximated by measurable functions of −→z that take a countable set
of values. Since the operator K (−→z ; ·) is Bochner integrable by assumption, it can
be approximated by operator-valued functions k (−→z ; ·) such that∫

‖K (−→z ; ·)− k (−→z ; ·)‖Hs,Hs−q dz ≤ ε1

with arbitrary small ε1. Therefore, it suffices to approximate e(izlM)ul by a function
vl (zl) that takes a countable set of values and such that

∥∥eizlMul − vl (zl)
∥∥ ≤ ε1.

This can be easily done in two steps. First, we use (5.9) to approximate ul by wl =
[E (ω+) − E (−ω−)]ul . Second, we use uniform continuity of e(izlM)wl with respect
to zl to approximate e(izlM)wl by vl (zl) . Therefore (5.19) exists, and sending Z̄
to infinity, we see from (5.16) that the right-hand side of (5.18) exists in Bochner
sense too.

The integral sum (5.1) for AM,χK defined by (5.4), where χ = χK is defined
by (5.17) and −ω−

l ≤ ωl,il ≤ ω+
l , takes the form

Ĩ
[−→z ,−→u ,−→ω ′,−→ω +,−→ω −]
=

∑
i1,...,ih

∫
Rh

eiω
′
1,i1

z1 · · · eiω
′
h,ih

zhK (−→z ; ∆i1E (ω)u1, . . . ,∆ihE (ω)uh) dh−→z

=
∑
i1,...,ih

∫
Rh

K
(
−→z ; ∆i1E (ω) eiω

′
1,i1

z1u1, . . . ,∆ihE (ω) eiω
′
h,ih

zhuh
)
dh−→z

=
∫

Rh

K

(
−→z ;
∑
i1

∆i1E (ω) eiω
′
1,i1

z1u1, . . . ,
∑
ih

∆ihE (ω) eiω
′
h,ih

zhuh

)
dh−→z .
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We denote the integrand of the last integral by

K̃
[−→z ,−→u ,−→ω ′,−→ω +,−→ω −]

= K

(
−→z ;
∑
i1

∆i1E (ω) eiω
′
1,i1

z1u1, . . . ,
∑
ih

∆ihE (ω) eiω
′
h,ih

zhuh

)
;

therefore

Ĩ
[−→z ,−→u ,−→ω ′,−→ω +,−→ω −] =

∫
Rh

K̃
[−→z ,−→u ,−→ω ′,−→ω +,−→ω −] dh−→z .

Let

K
[−→z ,−→u ,−→ω +,−→ω −]
= K

(−→z , eiz1M [E (ω+
1

)
− E

(
−ω−

1

)]
u1, . . . , e

izhM
[
E
(
ω+
h

)
− E

(
−ω−

h

)]
uh
)

(5.21)

and

I
[−→z ,−→u ,−→ω +,−→ω −] =

∫
Rh

K
[−→z ,−→u ,−→ω +,−→ω −] dh−→z .(5.22)

Note that ∥∥∥∥∥∑
il

∆ilE (ω) eiω
′
lzlul

∥∥∥∥∥
2

Hs

=
∑
il

∥∥∥∆ilE (ω) eiω
′
lzlul

∥∥∥2

Hs

=
∑
il

‖∆ilE (ω)ul‖2 ≤ ‖ul‖2
Hs

(5.23)

and similarly for eiz1M
[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul. Using (4.9), we obtain that

Ĩ
[−→z ,−→u ,−→ω ′,−→ω +,−→ω −]− I [−→z ,−→u ,−→ω +,−→ω −]

equals the sum of h expressions of the form∫
Rh

K (−→z ; f1, . . . ,xl, . . . , fh) dh−→z ,

where the lth argument xl equals the difference of the corresponding arguments of
K̃ [−→z ,−→u ,−→ω ′,−→ω +,−→ω −] and K [−→z ,−→u ,−→ω +,−→ω −]

xl =
∑
il

∆ilE (ω) eiω
′
l,il
z1ul − e(iz1M)

[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul,

and the remaining fi, i �= l, coincide with their arguments. We have ‖fi‖2
Hs ≤ 1, i �=

l according to (5.23). Hence,∥∥∥∥∫
Rh

K (−→z ; f1, . . . ,xl, . . . , fh) dh−→z
∥∥∥∥
Hs−q

≤
∫

Rh

‖K (−→z ; ·)‖Hs,Hs−q ‖xl‖Hs d
h−→z

and ∥∥∥Ĩ [−→z ,−→u ,−→ω ′,−→ω +,−→ω −]− I [−→z ,−→u ,−→ω +,−→ω −]∥∥∥
Hs−q

≤
∫

Rh

‖K (−→z ; ·)‖Hs ,Hs−q

∑
l

‖xl‖Hs d
h−→z .
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Note that, for |−→z | ≤ Z̄, we have

‖xl‖Hs ≤
∥∥∥∥∥∑
il

∆ilE (ω) eiω
′
lzl ul − e(izlM)

[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul

∥∥∥∥∥
Hs

≤ Z̄d.

According to (5.16)∫
|−→z |≥Z̄

‖K (−→z ; ·)‖Hs,Hs−q d
h−→z = p

(
Z̄
)
→ 0 as Z̄ → ∞.

Setting Z̄ = 1/
√
d we obtain∫

Rh

‖K (−→z ; ·)‖Hs ,Hs−q ‖xl‖Hs d
h−→z

≤ dZ̄

∫
|−→z |≤Z̄

‖K (−→z ; ·)‖Hs,Hs−q d
h−→z

+
∫
|−→z |≥Z̄

||K (−→z ; ·)||Hs ,Hs−q ‖xl‖Hs d
h−→z

≤ dZ̄C0sK + 2p
(
Z̄
)
C0sK = C0sK

[√
d+ 2p

(
1/
√
d
)]
.

From (5) we infer∥∥∥Ĩ [−→z ,−→u ,−→ω ′,−→ω +,−→ω −]− I [−→z ,−→u ,−→ω +,−→ω −]∥∥∥
Hs−q

≤ hC0sK

[√
d+ 2p

(
1/
√
d
)]
.

(5.24)

Since
√
d + 2p

(
1/

√
d
)
→ 0 as d → 0, we conclude that the limit as d → 0 of the

integral sums with fixed ω+
l , ω

−
l equals

∫
|−→z |≤Z̄

K
(−→z ; eiz1M

[
E
(
ω+

1

)
−E

(
−ω−

1

)]
u1, . . . , e

izhM
[
E
(
ω+
h

)
− E

(
−ω−

h

)]
uh
)
dh−→z .

After that we let ω+
l → ∞, ω−

l → ∞ and get∥∥∥e(izlM)ul − e(izlM)
[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul
∥∥∥
Hs

→ 0, l = 1, . . . , h.(5.25)

According to (5.16), the integral∫
Rh

K
[−→z ,−→u ,−→ω +,−→ω −] dh−→z

in Hs−q depends continuously on
[
E
(
ω+
l

)
− E

(
−ω−

l

)]
ul ∈ Hs, and hence, using

(5.25), we obtain (5.18) in the limit.

Remark 5.4. Obviously, Theorem 5.3 is applicable to operators χ (−→ω ,−→u ) of
the form f1 (ω1) · · · fh (ωh)A0 (−→u ) considered in Theorem 5.2. One must take into
account that conditions on fl (ω) in Theorem 5.2 are less restrictive, since not every
continuous bounded function f is a Fourier transform of an integrable function in
L1 (R).
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Now we would like to apply Theorem 5.3 to K (−→u ) given by (4.16). First we
formulate the definition extending the standard definition of susceptibility in the
frequency domain directly to the classes introduced of operators satisfying (4.3).

Definition 5.5. The susceptibility symbol χK0 (−→ω ) = χK0 (−→ω ; ·) depending
on the frequencies −→ω = (ω1, . . . , ωh) is the Fourier transform of the operator
K(h)

0 (t1, . . . , th; ·) (K(h)
0 (t1, . . . , th) coincides withK(h) (t1, . . . , th; ·) for t1, . . . , th ≥

0, and is extended by zero if one of the tl is < 0):

χK0 (−→ω ) =
∫ ∞

0

· · ·
∫ ∞

0

K(h) (t1, . . . , th) e[i
∑h

l=1 ωltl]dt1 · · ·dth.(5.26)

Obviously, (2.20) is a particular case of (5.26).

Lemma 5.6. Let (4.1), (4.3) hold. Then

K (−→u , t) = KχK0
(−→v , t) ,(5.27)

where K (−→u , t) is defined by (4.16),

KχK0
(−→v , t)

=
∫ ∞

−∞
· · ·
∫ ∞

−∞
e[−i

∑h
l=1 ωlt]χK0 (−→ω ; dE (ω1) v1 (%t) , . . . , dE (ωh)vh (%t)) .

Proof. First of all we note that the Fourier transform of K(h)
0t (t1, . . . , th) =

K(h)
0 (t1 − t, . . . , th − t) equals the Fourier transform of K(h)

0 (t1, . . . , th) times
e[−i

∑h
l=1 ωlt]. We set ul = ul (t, τ ) and rewrite (4.16) in the form

Kχ (−→u (t, τ ) , t) =
∫

Rh

K(h)
(
z1, . . . , zh; e[iMz1]u1, . . . , e

[iMzh]uh
)
dz1 · · ·dzh.

This expression has the form of the right-hand side of (5.18). By Theorem 5.3 we
obtain

K (−→u , t) =
∫ ∞

−∞
· · ·
∫ ∞

−∞
χK0t (−→ω , dE (ω1)u1, . . . , dE (ωh)uh) .

Using the definition of ul (t, τ ) in (4.15) we obtain (5.27).

From Lemmas 4.1 and 5.6 we immediately get the following theorem on the
representation of K (−→u , t) in terms of the susceptibility χK0 .

Theorem 5.7. Let (4.3), (4.7) and (4.8) hold. Let K (−→u , t) be defined by
(4.2), (4.1) with jl (τ ) = j0 (τ ) given by (3.17), where j (τ ′) satisfies (3.12). Then

K (−→u , t) = Kχ (−→u , t) +O (%) ,(5.28)

where χ = χK0 , Kχ (−→u , t)is given by (5.6), and

‖O (%)‖Hs−q ≤ C%.

Proof. By (3.17) and (3.12), Lipschitz condition (4.6) holds and we can apply
Lemma 4.1. We use Lemma 5.6 to write down K (−→u , t) and obtain (5.28).



24 A. BABIN AND A. FIGOTIN

6. Maxwell operator with periodic coefficients

In this section, for completeness, we consider the case where M has periodic
coefficients. In this case the spectral theory of the Maxwell operator M turns into
the Floquet–Bloch theory, which is much more specific than the general one. It
allows us not only to separate the time dependence, but also the large-scale spatial
dependence.

We describe the basic spectral properties of the operatorM for the dimension
d = 3. For d = 2 or d = 1 one must consider vector fields which do not depend on
x3 if d = 2 or x2, x3 if d = 1.

In the case of a Z
3-periodic η(1) (r), the Floquet–Bloch theory (see [2], [15],

[21], [25], [31]) describes the spectrum and the eigenmodes of the operator M as
follows. We introduce the operator

m̃ (k) Ψ̃ (r) = ∇× µ−1η(1) (r)∇× Ψ̃ (r) , ∇ · Ψ̃ (r) = 0, r in [0, 1]3 ,(6.1)

where Ψ̃ (r) satisfies the following cyclic Bloch boundary conditions:

Ψ̃ (r+m) = exp (im · k) Ψ̃ (r) ,(6.2)

∇Ψ̃ (r+m) = exp (im · k)∇Ψ̃ (r) , m in Z3.(6.3)

The eigenmodes g̃n (r,k) of the operator m̃ (k) have the Bloch form

g̃n (r,k) = e{ik·r}ĝn (r,k) , where ĝ is a Z
3-periodic function of r.(6.4)

The set of all the eigenvalues and eigenmodes of the operator m̃ (direct integral
of m̃ (k)) can be parametrized by two indices: n = 1, 2, . . . , called the zone number
(or band number), and the continuous k = (k1, . . . , kd), called the quasimomentum,
from the base Brillouin zone [−π, π]3. The eigenvalue and the eigenmode of m̃

associated with given n and k are denoted by ω2
n (k) (it is the square of the angular

frequency) and g̃n (r,k), respectively, of the Bloch form (6.4). They satisfy the
equation

m̃ (k) g̃n (r,k) = ω2
n (k) g̃n (r,k) , ∇ · g̃n (r,k) = 0, r in [0, 1]3 ,(6.5)

where

0 ≤ ω2
1 (k) ≤ ω2

2 (k) ≤ · · ·
and the following Bloch boundary conditions hold:

g̃n (r+m,k) = exp {ik ·m} g̃n (r,k) ,(6.6)

∇g̃n (r+m,k) = exp {ik ·m}∇g̃n (r,k) , m in Z
3.(6.7)

The eigenvalues of the Maxwell operatorM are ±ωn (k), with respective eigenfunc-
tions G̃±1,n (r,k) . Since the index of the eigenmodes G̃±1,n (r,k) is always a pair
n̄ = (ζ, n) with ζ = ±1, we abbreviate the notation by introducing

n̄ = (ζ, n) , where ζ = ±1, n = 1, 2, . . . .(6.8)

We set

ωn̄ (k) = ζωn (k) , for n̄ = (ζ, n) .(6.9)

The vector fields G̃n̄ (r,k) have the following D and B components:

G̃n̄ (r,k) =
[
D̃n̄ (r,k)
B̃n̄ (r,k)

]
=
[
iζ [ωn̄ (k) µ]−1 ∇× g̃n (r,k)

g̃n (r,k)

]
.(6.10)
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We have

MG̃n̄ (r,k) = ωn̄ (k) G̃n̄ (r,k) ,(6.11)

G̃n̄ (r+m,k) = exp {ik ·m} G̃n̄ (r,k) , m in Z
3.(6.12)

Clearly both components of G̃n̄ (r,k) are divergence-free.
The dependence of ωn (k) on k is Lipschitzian. It must be noted that the issue

of differentiability of eigenvalues is far from trivial, [20], Sections II.5, II.7, espe-
cially in the case of several parameters. All the difficulties are related to multiple
eigenvalues. It turns out that in the analysis for the space dimensions d = 1, 2, 3, in
a generic situation it is sufficient to consider only the multiplicity 2; for a discussion
see [5].

We assume that the eigenvalues are naturally ordered,

ω1 (k) ≤ ω2 (k) ≤ · · · .(6.13)

If for a given k0 the eigenvalue ωn (k0) is simple, i.e., of multiplicity one, then both
ωn (k) and gn (r,k) depend analytically on k in a neighborhood of the point k0. In
the case where k0 is not a simple point the situation becomes more intricate and
depends on the dimension of k; for a discussion see [5].

The eigenfunctions G̃n̄ (r,k) with different n̄ are orthogonal in the Hilbert
space H defined by (2.5) and form an orthogonal basis in this space for every k.
Using standard properties of the Floquet–Bloch transform we get the following

representation for an arbitrary vector field U =
[
D
B

]
with ∇ ·D = 0, ∇ ·B = 0

and finite energy (U,U)H:

U (r) =
1

(2π)d

∫
[−π,π]3

Ũ (r,k) dk =
1

(2π)d
∑
n̄

∫
[−π,π]d

Ũn̄ (k) G̃n̄ (r,k) dk,(6.14)

where

Ũ (r,k) =
∑
n̄

Ũn̄ (r,k) , Ũn̄ (r,k) = Π̃n̄ (k) Ũ (r,k) = Ũn̄ (k) G̃n̄ (r,k) ,

Ũn̄ (k) =
(
Ũ (·,k) , G̃n̄ (·,k)

)
H

((
G̃n̄ (·,k) , G̃n̄ (·,k)

)
H

)− 1
2

(6.15)

and (·, ·)H is defined by (2.5); G̃n̄ are defined by (6.10).
The exponent ofM is given by

e[iMt]U0 (r) =
1

(2π)d

∫
[−π,π]3

∑
n̄

e[iωn̄(k)t]Ũ (r,k) dk.

The wavepacket excitations J take the form J (r, t, τ ) = e−iMtj (τ ) and, as before,
we assume that the currents vanish for negative times, i.e.,

J (r, t) = 0 if t ≤ 0.(6.16)

In addition, we assume that

‖j (τ )‖Hs ≤ %C, ‖J (t, τ )‖Hs ≤ %C, s > d/2.(6.17)

Having the Floquet–Bloch representation we get an analog of (3.13):

J (r, t, τ ) =
1

(2π)d
∑
n̄

∫
j̃n (r,k, τ )e−iωn̄(k)t dk, τ = %t,(6.18)
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where j (r, %t) gives a slow modulation of the time-harmonic carrier waves such that

j (r, %t) =
1

(2π)d
∑
n̄

∫
[−π,π]d

j̃n (r,k, τ ) G̃n̄ (r,k) dk,

j̃n (r,k, τ ) = jn (k, τ ) G̃n̄ (r,k) .

Then

Ũ0 (r,k, t, τ ) =
∑
n̄

e{−iωn̄(k)t}ṽ0
n̄ (r,k, t, τ ) , τ = %t,

with

ṽ0
n̄ (r,k, τ ) =

∫ τ

−∞
j̃n (r,k, τ ′) dτ ′,(6.19)

v0
n̄ (r, t) =

1

(2π)d

∫ t

−∞

∫
j̃n (r,k, τ ′) dkdτ ′.

Based on the Floquet–Bloch representation and using the expansion in the or-
thonormal eigenbasis Gn̄ in H we set similarly to (3.6)

‖V‖2
Hs =

∑
n̄

∫ [
|ωn̄ (k)|2s + 1

] ∣∣∣Ṽn̄ (k)
∣∣∣2 dk

=
∑
n̄

∫ ∫
[0,1]d

[
|ωn̄ (k)|2s + 1

] ∣∣∣Ṽn̄ (r,k) ; r,σ
∣∣∣2 dkdr.(6.20)

For a periodic medium the susceptibilities defined in (2.20) are periodic:

χ(h) (r+m;−→ω ) = χ(h) (r;ω) , m in Z
3, h ≥ 1; −→ω = (ω1, . . . , ωh) .(6.21)

The tensor −→χ (h) acts only on the second component of the vector V0 =
[
V0
D

V0
B

]
,

that is,

−→χ (h)
(
r;ωn̄′ (k′) , . . . , ωn̄(h)(k(h))

) h∏
j=1

V0
n̄(j)

(
k(j), %t

)

= −→χ (h)
(
r;ωn̄′ (k′) , . . . , ωn̄(h)(k(h))

) h∏
j=1

V0
Dn̄(j)

(
k(j), %t

)
.

We also have the following representation of S(h)
χ in terms of the Floquet–Bloch

transform:

S(h)
χ (r, t;U)

=
1

(2π)hd
∑

n̄1,...,n̄(h)

∫
· · ·
∫
e{−i

∑
ω

n̄(j)(k(j))t}χ(h)
D

(
r;ωn̄′ (k′) , . . . , ωn̄(h)(k(h))

)

×
h∏
j=1

VDn̄(j)

(
k(j), %t

)
dk′ · · ·dk(h−1).

(6.22)

Note that the operator S(h)
χ has the form similar to (5.6). The difference is that the

spectral projections E (ωl) are represented here in terms of the natural parametriza-
tion by the discrete parameter n̄(l) and the continuous parameter k(l). This special
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representation allows a detailed study of the nonlinear wave interactions as shown
for the case h = 2 in [5].

Applying the Floquet–Bloch transform we can recast (6.22) as

S̃(h)
χ (r,k,t;U)

=
∑

n̄1,...,n̄(h)

∫
· · ·
∫

k′+···+k(h)=k

e{−i
∑
ω

n̄(j) (k(j))t}χ
(h)
D

(
r;ωn̄′ (k′) , . . . , ωn̄(h)(k(h))

)

×
h∏
j=1

VDn̄(j)

(
k(j), %t

) 1
(2π)(h−1)d

dk′ · · ·dk(h−1).

This representation shows that the phase matching condition k′ + · · · + k(h) = k
holds explicitly for the wave interactions. It evidently stems from the medium
periodicity and describes the behavior of waves on the spatial scale related to the
period. For a detailed analysis of stronger nonlinear interactions selection rules see
[5].
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